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ABSTRACT

Face recognition systems can normally attain good accu-
racy when they are provided with a large set of training
examples. However, when a large training set is not avail-
able, their performance is commonly poor. In this work
we describe a method for face recognition that achieves
good results when only a very small training set is avail-
able (it can work with a training set as small as one image
per person). The method is based on augmenting the origi-
nal training set with previously unlabeled data (that is, face
images for which the identity of the person is not known).
Initially, we apply the well-known eigenfaces technique to
reduce the dimensionality of the image space, then we per-
form an iterative process, classifying all the unlabeled data
with an ensemble of classifiers built from the current train-
ing set, and appending to the training set the previously
unlabeled examples that are believed to be correctly clas-
sified with a high confidence level, according to the en-
semble. We experimented with ensembles based on the
k-nearest-neighbors, feedforward artificial neural networks
and locally weighted linear regression learning algorithms.
Our experimental results show that using unlabeled data
improves the accuracy in all cases. The best accuracy,
92.07%, was obtained with locally weighted linear regres-
sion using 30 eigenfaces and appending 3 examples of ev-
ery class in each iteration. In contrast, using only labeled
data, an accuracy of only 34.81% was obtained .
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1. Introduction

Face recognition has many important applications, includ-
ing security, access control to buildings, identification of
criminals and human-computer interfaces, thus, it has been
a well-studied problem despite its many inherent difficul-
ties, such as varying illumination, occlusion and pose. An-
other problem is the fact that faces are complex, multidi-
mensional, and meaningful visual stimuli, thus developing
a computational model of face recognition is difficult. The
cigenfaces technique [1] can help us to deal with multi-
dimensionality because it reduces the dimension of the im-
age space to a small set of characteristics called eigenfaces,
making the calculations manageable and with minimal in-
formation loss.

The main idea of using unlabeled data is to improve
classifier accuracy when only a small set of labeled exam.
ples is available. Several practical algorithms for using up.
labeled data have been proposed. Most of them have been
used for text classification [2, 3], however, unlabeled data
can be used in other domains.

In this work we describe a method that uses unjabeleq
data to improve the accuracy of face recognition. We apply
the eigenfaces technique to reduce the dimensionality of
the image space and ensemble methods to obtain the clas.
sification of unlabeled data. From these unlabeled data, we
choose the 3 or 5 examples for each class that are mogt
likely to belong to that class, according to the ensemble,
These examples are appended to the training set in order
to improve the accuracy, and the process is repeated until
there are no more examples to classify. The experiments
were performed using k-nearest-neighbor, artificial neural
networks and locally weighted linear regression learning,

The paper is organized as follows: The next section
presents the leaming algorithms; Section 3 presents the
method to append unlabeled data; Section 4 presents ex-
perimental results; finally, some conclusions and directions
for future work are presented in Section 3.

2. Learning Algorithms

In this section we describe the leamning algorithms that we
used in the experiments, ensemble methods, and the eigen-
faces technique.

2.1 K-Nearest-Neighbor

K-Nearest-Neighbor (K-NN) belongs to the family of
instance-based learning algorithms. These methods sim-
ply store the training examples and when a new query in-
stance is presented to be classified, its relationship to the
previously stored examples is examined in order to assign
a target function value.

This algorithm assumes all instances correspond to
points in a n-dimensional space ™. The nearest neighbors
of an instance are normally defined in terms of the standard
Euclidean distance.

One improvement to the k-Nearest-Neighbor algo-
rithm is to weight the contribution of each neighbor accord-
ing to its distance to the query point, giving larger weight
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to closer neighbors. A more detailed description of this al-
gorithm can be found in [4]. In this work we use distance-
weighted K-NN.

2.2 Artificial Neural Networks

An artificial neural network (ANN) is an information-
prooessing system that has certain performance character-
jstics in common with a biological neural network. Neu-
ral networks are composed by a large number of elements
called neurons and provide practical methods for learning
real valued, discrete-valued, and vector-valued target func-
tions. There are several network architectures; the most
commonly used are: feedforward networks and recurrent
networks.

Given a network architecture the next step is the train-
ing of the ANN. One learning algorithm very commonly
used is backpropagation. This algorithm learns the weights
for a multilayer network, given a network with a fixed set of
units and interconnections. It uses gradient descent to min-
imize the squared error between the network output values
and the target values. More detailed information can be
found in the books (5] and [6]. In this work we apply a
feedforward network and the brackpropagation algorithm.

2.3 Locally Weighted Linear Regression

Like k-nearest neighbor, locally weighted regression
(LWR) belongs to the family of instance-based learning al-
gorithms. This algorithm uses distance-weighted training
examples to approximate the target function f over a local
region around a query point z,.

In this work we use a linear function around a query
point to construct an approximation to the target function.
Given a query point x4, to predict its output parameters we
assign to each example in the training set a weight given
by the inverse of the distance from the training point to the
query point

1
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n

Let X be a matrix compound with the input parameters
of the examples in the training set, with addition of a |
in the last column. Let ¥ be a matrix compound with the
" output parameters of the examples in the training set. Then
the weighted training data are given by

and the weighted target function is
V=WwY (3)

where W is a diagonal matrix with entries wy, ..., wa. Fi-
nally, we use the estimator for the target function [7)

vo=z0(2T2)1 27V (C)
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2.4 Ensemble Methods

An ensemble of classifiers is a set of classifiers whose in-
dividual decisions are combined in some way, normally by
voting, to classify new examples. There are two types of
ensembles: homogeneous and heterogeneous. In a homo-
geneous ensemble, the same leaming algorithm is imple-
mented by each member of the ensemble, and they are
forced to produce non-correlated results using different
training sets, however, in heterogeneous ensemble com-
bines different learning algorithms.

Several methods have been proposed for construct-
ing ensembles, such as bagging, boosting, error-correcting
output-coding and eanipulation of input features [8). In
this work homogeneous ensembles with manipulation of
input features are used.

2.5 The Eigenfaces Technique

Principal component analysis (PCA) finds the vectors
which best account for the distribution of face images
within the entire image space. Each vector is of length N2,
describes an N-by- N image, and is a linear combination of
the original face images,

Let the training set of face images be 'y, T3, ... Tpr.
The average of the training setis ¥ = & E}__’-l ;. Each
example of the training set differs from the average by
®; = [y — ¥. The set (B;9;...%, is then subject
to PCA, which finds a set of M orthonormal vectors Uy
and their associated eigenvalues Ax, which best describe
the distribution of the data. The vectors Uy and scalars A
are the eigenvectors and eigenvalues, respectively, of the
covariance matrix

1 M
C =— (b"(pr (s)
w2 W%
C = AAT (6)

where matrix A = [B;Py... B, ,

The eigenvectors Ui correspond to the original face
images, and these U, are face-like in appearance, so in [1]
they are called “eigenfaces”.

The matrix C is N2-by-N?, and determining the N?
eigenvectors and eigenvalues, it is an intractable task for
typical image sizes. Turk and Pentland use a trick to get the
cigenvectors of AA7 from the eigenvectors of AT A. They
solve a much smaller M-by-M matrix problem, and taking
linear combinations of the resulting vectors. The eigenvec-
tors of C are obtained in this way. First, the eigenvectors
of

D=ATA v

are calculated. The eigenvectors of D are represented
by V, and V has dimension N2. M. Since A has dimension
N2. M then:
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E=VT.A 8)

Thus, E has dimension M - M.

With this technique the calculations are greatly re-
duced from the order of the number of pixels in the images
N2 (o the order of the number of images in the training set
M., and the calculations become quite manageable.

3. Using Unlabeled Data

Several practical algorithms for using unlabeled data have
been proposed. Blum et al. [9) present the co-training algo-
rithm that is targeted to learning tasks where each instance
can be described using two independent sets of attributes.
This algorithm was used to classify web pages.

Nigam at el. [2] proposed an algorithm based on the
combination of the naive Bayes classifier and the Expecta-
tion Maximization (EM) algorithm for text classification.
Their experimental results showed that using unlabeled
data improves the accuracy of traditional naive Bayes.

McCallum and Nigam [3} presented a method that
combines active learning and EM on a pool of unlabeled
data. Query-by-Committee [10) is used to actively select
examples for labeling, then EM with a naive Bayes model
further improves classification accuracy by concurrently
estimating probabilistic labels for the remaining unlabeled
examples. Their work focussed on the text classification
problem. Also, their experimental results show that this
method requires only half as many labeled training exam-
ples to achieve the same accuracy as either EM or active
learning alone.

Solorio and Fuentes [11] proposed an algorithm us-
ing three well known leamning algorithms: artificial neu-
ral networks (ANNs), naive Bayes and C4.5 rule induction
to classify several datasets from the UCI repository [12].
“Their experimental results show that for the vast majority of
the cases, using unlabeled data improves the quality of the
predictions made by the algorithms. Solorio (7] describes
a method that uses a discriminative approach to select the
unlabeled examples that are incorporated in the leaming
process. The selection criterion is designed to diminish
the variance of the predictions made by an ensemble of
classifiers. The algorithm is called Ordered Classification
(OC) algorithm and can be used in combination with any
supervised learning algorithm. In the work the algorithm
was combined with Locally Weighted Linear Regression
for prediction of stellar atmospheric parameters. Her ex-
perimental results show that this method outperforms stan-
dard approaches by effectively taking advantage of large
unlabeled data sets.

3.1 The Method for Appending Unlabeled
Data

We want to use unlabeled data for improving the accuracy
of face recognition. The description of the method pro-

posed to append unlabeled data to the trajp;
following: i

8 Sl is the

1. One examples is chosen randomly from
with its respective classification from
"I'hesc examples are the training set ang
ing are considered as the original test set
examples.

€ach clygg
€ data gq
the remgjp.
OF Unlabejeg

2. Then an ensemble of five classifiers is used tg gagc:
the test set. This ensemble assigns the classiﬁcal?‘“i
each example of the test set by voting, "

3. After that, for each class, the examples that recejy
the most votes to belong to it are chosen from 1he ted
set, always extracling the same number of exam |csl
for each class. These examples are appended 1o thepe:is
amples of the training set. Now we have a new unjn:
ing set and the remaining examples from the tesy s
are the new test set.

4. Steps two and three are repeated until the examples
for each class in the test set are fewer than the number
of examples that we are extracting in each step,

5. Finally, the accuracy of the original test set is ob-
tained. The accuracy is obtained comparing the real
classification of each example with the classification
assigned by the ensemble.

4. Experimental Results

We used the UMIST Face database from the University
of Manchester Institute of Science and Technology {13].
From this database we used images of 15 people with
images per person. Figure | shows one example of
class that exists in the UMIST Face database.

The feedforward network was trained with the back-
propagation learning algorithm during 500 epochs. Three
nearest neighbors were used in the Distance-Weighted
Nearest Neighbor algorithm and each ensemble was com-
posed with five classifiers.

We performed two different experiments: In the
experiment, one example is chosen randomly from each
class with its respective classification from the .d:"la
These examples are the training set and the remaining
the test set. Then an ensemble is used t0 classify the
set. Table 1 shows the accuracy rates and the best results
are obtained with KNN. .

'\ In the second experiment, we apply the algorithm .
scribed in the previous section, using the same training )
est sets as before. From the test set a fixed numbet Pfh?sl
amples for each class are chosen according to the hi e
voting obtained by the ensemble. Then. these e)camplﬂ_snms
appended to the training set. Now we have a new &

sel and the remaining examples from the test set 4

. les
new test set. This process is repeated until the examp



Figure 1. Example of a class in the UMIST Face database.

—KNN ]| _ANN ] LWR
30 | 60 || 30 | 60 || 30 | 60

57.43 | 56.70 || 18.24 | 16.56 || 34.67 | 45.46

Table 1. Comparison of the accuracy rates of face recogni-
tion using only labeled data, with 30 or 60 eigenvectors.

for each class in the test set are less than the number of ex-
amples that we are extracting. Table 2 shows the accuracy
rates; the best results are obtained with LWR.

The experiments were performed with 30 eigenvec-
tors, containing about 80% of the information in the orig-
inal data set, or 60 eigenvectors, containing about 90% of
the information, and appending 5 and 3 examples of each
class to the training set in each iteration. The accuracy rates
shown in the tables are the average of five runs. The best
classification was obtained using the locally weighted lin-
ear regression algorithm with 30 eigenvectors and append-
ing 3 examples for each class.

5. Conclusions and Future Work

We have presented a method for face recognition using un-
labeled data. Our experimental results show that using un-
labeled data improves accuracy in all cases. The best re-
sults were obtained when a small set was appended to the
lraining set. This is because, by choosing fewer examples
in each iteration, we are increasing the probability that each
Pf them is correctly classified by the ensemble. The exper-
iments were performed using three different leaning algo-
rithms: k-nearest neighbor, artificial neural networks and
locally weighted linear regression. Locally weighted lin-
ear regression gives the best results, with an accuracy of
92.07% with 30 eigenvectors and appending 3 examples
for each class in each iteration, using a single example of
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KNN" T  ANN LWR

30 1 60 |[ 30 | 60 || 30 | 60

64.28 | 70.18 || 36.14 | 41.12 || 86.46 | 85.12

74.67 | 74.25 || 44.56 | 42.81 || 92.07 | 90.18

Tf:!)le 2. Comparison of the accuracy rates of face recog-
nition using unlabeled data. The experiments were per-
formed appending 5 examples (first row) and 3 examples

(second row) for each class and 30 or 60 eigenvectors re-
spectively.

each class as the original training set. In contrast, using
only labeled data, the accuracy is 34.81%. Future work

includes extending the experiments to other databases and
using other leaming algorithms,
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